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Xu et al. have recently published a set of results for boiling heat transfer measurements in a multi-channel micro-scale
evaporator for flow boiling of acetone in triangular cross-section channels (hydraulic diameter of 155.4 mm). In the present
collaboration, we assess our current capability to predict this independent flow boiling data set with a fluid not in the original
database and also much smaller in size using the phenomenological three-zone model of Thome, Dupont, and Jacobi. The
method models boiling in small diameter channels in the elongated bubble/slug flow regime. The boiling data falling in
this regime are identified here using a new micro-scale flow pattern map proposed by Revellin in order to utilize only test
data corresponding to the elongated bubble flow mode. The decrease of the measured wall temperature due to the heat
spread by longitudinal conduction through the heat sink was investigated through a finite differences analysis. In addition,
a data reduction procedure different than that one used by Xu et al. was used and, consequently, some differences in the
heat transfer behavior were found. Based on the present database, a new set of empirical parameters for the three-zone
model was proposed. The conjugated effect of flow pattern and bubble/slug frequency on the heat transfer coefficient was
also investigated.

INTRODUCTION

Two-phase compact heat exchangers with micro-scale chan-
nels possess clear advantages over those with macro-scale chan-
nels, also referred to as conventional channels in the literature.
Micro-scale channels can endure a higher operating pressure
and provide a much larger contact area with fluid per unit vol-
ume than large tubes. Furthermore, they seem to present much
higher heat transfer coefficients at similar operating conditions.

Address correspondence to Dr. Gherhardt Ribatski, Dept. Engenharia
Mecânica, Escola de Engenharia de São Carlos, Universidade de São Paulo
(USP) Av. Trabalhador San-carlense, 400, 13566-970, São Carlos-SP, Brazil.
E-mail: ribatski@sc.usp.br

These advantages favor the development of extremely compact
heat exchangers in order to minimize the size and amount of
material used in their manufacture, as well as the refrigerant
inventory used in the system. The high degree of compactness
yields new application areas for such devices, which increase
as they advance to smaller sizes. However, two-phase heat ex-
changer cooling devices (evaporators) are being developed in
a heuristic way without the benefit of proven thermal design
methods for predicting their heat transfer and pressure drops. In
fact, as pointed out by Thome [1], the technologies available for
the miniaturization of micro-cooling devices (evaporators and
condensers) have vastly outpaced what can be hydraulically and
thermally modeled.
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G. RIBATSKI ET AL. 843

Recently, Thome et al. [2] proposed a micro-scale model
that is comprised of three heat transfer zones and in particular
describes the evaporation of elongated bubbles. Ribatski et al.
[3], based on a comparison of current heat transfer prediction
methods [2,4,5] and a broad database from the literature that
included more than 2000 data points, suggested that this seems
to be the most promising approach. Such a conclusion was based
on the fact that this method, when integrated with a reliable
micro-scale flow pattern map characterizing the elongated
bubble flow patterns, may provide a more complete scenario
of the heat transfer process in micro-scale channels and has
the potential to lead to a reliable design tool. Furthermore, a
physically based model can also be used to investigate dynamic
effects (such as temporal or local variations in heat flux on
heat transfer) while wholly empirical methods [4,5] cannot.
Agostini and Thome [6] have shown that the three-zone model
predicts reasonably well in the Agostini [7] database that falls
in the elongated bubble flow regime.

Recently, a new flow pattern prediction method has been pro-
posed by Revellin [8] for convective evaporation inside micro-
scale channels for tests with R134a and R245fa in 0.5 and 0.8 mm
channels. This method is based on flow images from a high-
speed digital camera coupled with the analysis of the intensity
of laser beams crossing a glass tube within the testing fluid. The
glass tube had the same internal diameter as the evaporating
section and was located just after it.

In this paper, the flow pattern prediction method proposed by
Revellin [8] is used for the first time to segregate independent ex-
perimental heat transfer data according to different micro-scale
flow patterns. The heat transfer data were obtained for evapo-
rating acetone in a micro-scale multi-channel evaporator at the
Micro Energy System Laboratory at the Guangzhou Institute of
Energy Conversion in China. The data corresponding to the elon-
gated bubble flow regime is compared against the predictions of
the three-zone model. Finally, new values for the experimental
parameters in the three-zone model were optimized specifically
for the present database.

BRIEF DESCRIPTION OF THE THREE-ZONE MODEL

The micro-scale heat transfer model proposed by Thome and
coworkers predicts the transient variation in local heat transfer
coefficient during the cyclic passage of a liquid slug, tl ; an evap-
orating elongated bubble, tfilm; and a vapor slug when present,
tv . A representation of the model is shown in Figure 1. In this
figure, L p is the total length of the pair or triplet, Ll is the length
of the liquid slug, Lv is the length of the bubble including the
length of the vapor slug with a dry wall zone Ldry, and Lfilm is
the length of the liquid film trapped by the bubble. The internal
radius and diameter of the tube are R and d , respectively, while
δ0 and δmin are the thicknesses of the liquid film trapped between
the elongated bubble and the channel wall at its formation and at
dryout. A time-averaged local heat transfer coefficient, α, during
the period, τ , of the cycle is obtained according to the following

Figure 1 Diagram illustrating a triplet comprised of a liquid slug, an elon-
gated bubble and a vapor slug in the 3-zone heat transfer model [2].

equation:

α(z) = tl
τ

αl(z) + tfilm

τ
αfilm(z) + tv

τ
αv(z) (1)

In this expression, αl and αv are the heat transfer coefficients
of the liquid and vapor slugs. They are calculated from their local
Nusselt number using the London and Shah [9] correlation for
laminar flow and the Gnielinski [10] correlation from transitional
and turbulent flow. The Churchill and Ugasi [11] asymptotic
method was used to obtain a continuous expression of the mean
heat transfer coefficient as a function of Reynolds number. The
time periods in Eq. (1) are determined as follows:

tl = τ

1 + ρl
ρv

x
1−x

, tv + tfilm = τ

1 + ρv

ρl

1−x
x

, τ =
(

cq p
nq
r

q

)n f

,

and

tdryfilm(z) = ρl hlv

q
[δ0(z) − δmin] (2)

where tdryfilm is the maximum duration of the existence of the
film at position z and is used to evaluated the presence of the va-
por slug. If tv + tfilm given by Eq. (2) is greater than tdryfilm, local
dryout occurs (i.e., the liquid film thickness achieves the min-
imum feasible film thickness, δend(z) = δmin, and tfilm = tdryfilm).
However, if tv + tfilm < tdryfilm, then no dryout occurs since the
next liquid slug arrives before the film dryout. This implies that
tv = 0, and the film thickness at the end of the evaporating time
is given by:

δend(z) = δ(z, tfilm) = δ0(z) − tfilm
q

ρl hlv
(3)

In a companion paper to [2], Dupont et al. [12] proposed the
following values for the set of experimental parameter in Eq. (2)
by using a least square method and based on a database extracted
from the literature: δmin = 0.3 × 10−6 m, cq = 3328 W/m2 K,
nq = −0.5, and n f = 1.74.

The mean heat transfer coefficient in the film is calculated
by using the average value of the film thickness [12] during tfilm

according to:

αfilm(z) = 2kl

δ0(z) + δend
(4)

heat transfer engineering vol. 28 no. 10 2007
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844 G. RIBATSKI ET AL.

To calculate the initial film thickness, the authors added an em-
pirical correction factor, Cδ0, (equal to 0.29 in [12]) to the liquid
film prediction method proposed by Moriyama and Inoe [13]:

δ0

d
= Cδ0

(
3

√
µl

Updρl

)0.84[
(0.07Bo0.41) + 0.1−8

]−1/8
,

Up = G

[
x

ρv

+ 1 − x

ρl

]
, Bo = ρld

σ
U 2

p (5)

where Up is the velocity of the pair (or triplet) liquid and va-
por slug (homogeneous flow assumption) and Bo is the Bond
number.

The original set of experimental parameters (δmin, cq , nq ,
n f , and Cδ0) were obtained based on an experimental database
including 1591 test data taken from seven independent studies
covering hydraulic diameters from 0.77 to 3.1 mm, heat fluxes
from 9.8 to 178 kW/m2, mass velocities from 50 to 564 kg/m2 s,
reduced pressures from 0.036 to 0.78, and vapor qualities up
to 0.99 for the following seven fluids: R11, R12, R113, R123,
R134a, R141b, and CO2. Their general empirical constants are
used in this comparison. This model predicted 70% of its original
database to within ±30%.

FLOW PATTERN TRANSITION PREDICTION METHOD

The prediction method developed by Revellin [8] is used here
to segregate the experimental data according to micro-scale flow
patterns. This method comprises the following four distinct flow
patterns:

1. isolated bubble flow, including bubbly flow and isolated slug
flow,

2. coalescing bubble flow, where bubble and/or slug coales-
cence is observed and the slug frequency is not only a func-
tion of heat flux as assumed by the three-zone model,

3. annular flow, where liquid flows on the wall with a continuous
vapor core in the center of the channel, and

4. post-dryout flow that is characterized by a dry surface with
liquid droplets flowing in the vapor core.

Figure 2 illustrates a flow pattern map based on the criteria by
[8]. According to this method, heat flux affects just the transition
between isolated bubble and coalescing bubble flow. For the
present experimental conditions, post-dryout flow would appear
just at heat fluxes higher than 0.8 MW/m2. Finally, based on
the fact that the three-zone model was developed to predict heat
transfer coefficients just in the presence of vapor slugs, neither
the post-dryout flow nor the annular flow heat transfer data were
considered here in this study.

EXPERIMENTAL FACILITY

The experimental campaign of which the results are presented
in this paper was performed at the Micro Energy System Labora-

Figure 2 Flow pattern map based on the prediction method by Revellin [8].
Acetone, Deq = 0.201 mm, q = 300 kW/m2, Tsat = 60◦C, test section length of
16 mm and no liquid subcooling.

tory at the Guangzhou Institute of Energy Conversion in China.
A detailed description of the experimental facility is found in
Xu et al. [14,15]; thus, just a brief description is presented here.

Heat Sink Description

The heat sink was fabricated in silicon and was 30 mm in
length, 7 mm in width, and 530 mm thick. Ten parallel trian-
gular channels (300 µm wide, b, and 212 µm deep, h) with a
pitch distance of 150 µm were centrally etched on the silicon
substrate. Figure 3 shows a schematic diagram of the parallel
silicon multi-channel micro-scale heat sink. The overall area
within the channels is 21.450 mm in length and 4.350 mm in
width. A glass cover was bonded with the silicon wafer, allowing

Figure 3 Schematic diagram of the multi-channel micro-scale test section.

heat transfer engineering vol. 28 no. 10 2007
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G. RIBATSKI ET AL. 845

high-speed flow visualizations, which are presented in Xu et al.
[14,15].

On the backside of the heat sink, a thin platinum film was
deposited with the same length as the channels. For a safe oper-
ation, the width of the film was 4.200 mm, which was narrower
by half a triangular channel width. The effective heating length
of the film was 16.000 mm, Lh , forming an effective heating
area of 16.000 × 4.200 mm2. Such an area was also the target
for the infrared image temperature measurements. A very thin
black lacquer was painted on the surface of the heating film
in order to improve the IR temperature readings. An electrical
power supply that provided AC current to the platinum film was
used to impose a uniform heat flux on the backside surface of
the heat sink.

Experimental Setup

In the experimental apparatus, pure liquid acetone (purity
>99.5%) pressurized by nitrogen gas was driven from a tank,
successively through a valve, 2 µm filters, the test section, a
condenser, and then to a liquid container. A pressure control
valve located between the nitrogen gas tank and the acetone
reservoir was used to establish the pressure at the inlet of the
test section. A PID temperature controller unit was used to set
the temperature of the acetone in the reservoir, thus determining
the temperature of the liquid acetone entering the test section.
The fluid temperatures at inlet and outlet of the test section
were measured by sheathed thermocouples. A pressure trans-
ducer was used to measure the pressure of the liquid at the inlet
of the test section. The liquid mass flow rate was measured with
a high precision balance according to the increase of liquid mass
in the liquid reservoir over a period of time. Pressure and tem-
perature signals were acquired by a HP acquisition system. An
infrared camera (FLIR ThermaCAM SC3000 IR) was used to
measure the heat sink temperature on the thin film on backside of
the heat sink at steady-state conditions. This system has a ther-
mal sensitivity of 0.02◦C at 30◦C, a spatial resolution of 1.1mrad
and typical resolution of 320 × 240 pixels over the focused area.
A PC connected to the IR imaging system stored the image files.
The IR camera was centrally located so that the heating area of
the heat sink was in the view field.

DATA REDUCTION PROCEDURE

A data reduction analysis is needed to calculate the local
heat transfer coefficient and vapor quality along the test section.
However, before the description of the adopted procedure, some
comments on the definition of the mass velocity and heat flux
should be made. In the present paper, G is defined as the total
mass flow rate divided by the free cross-sectional area of the
heat sink, which is 10 times the cross-sectional area of a sin-
gle triangular channel. For the heat flux, the following different
definitions may be adopted:

• Heat flux referred to the base area of the heat sink. In this
definition, the heat flux dissipated by the heat sink is similar to
the heat generated by the cooled device divided by the contact
area. This is useful in a comparative analysis when the overall
cooling capacities of different heat sinks are evaluated for a
specific application. However, when used to estimate α, this
definition restricts the experimental data to the tested cooling
device and may lead to misinterpretations.

• Heat flux referred to the heated area in contact with the evap-
orating fluid. This definition was used by Xu et al. [14,15]
and, from a phenomenological point of view, seems to be the
most suitable procedure. However, in this case, a heat transfer
model should account for the channel format and the heated
perimeter. This may either restrict the model to a specific ge-
ometry or increase tremendously its complexity.

• Heat flux referred to the internal area of the channel based
on the equivalent diameter. In this case, it is assumed that the
channel is circular with an internal diameter (equivalent di-
ameter, Deq) yielding the same cross-sectional area as the real
channel. The heat flux is given by the ratio of the dissipated
heat and NπDeqLh , where N is the number of channels. Us-
ing this definition, a heat transfer prediction method like the
three-zone model developed for a circular channel can be used
for a non-circular channel without major modifications and,
contrary to what occurs when using the hydraulic diameter,
the flow velocity is kept the same. However, by adopting this
procedure, non-circularity effects are neglected, such as the
decreasing of the film thickness with a consequent increase
in the local α, in the region between corners due to surface
tension effects.

In this paper, the third definition was adopted, as the three-
zone model was developed assuming a uniformly heated circular
channel [2]. In addition, the flow pattern prediction method de-
veloped by Revellin [8], used to segregate the experimental data,
was also based on results for circular channels. Thus, to calcu-
late the heat flux, it is assumed that the heat sink is comprised
of 10 uniformly heated circular channels, each having the same
cross-sectional area as the original triangular channels. The heat
flux is given by:

q = ϕV I

10Lh

√
2πhb

(6)

where V and I are the tension and current applied to the film
heater, and ϕ is the ratio of the heat received by the fluid to the
total heating power and was experimentally evaluated equal to
0.84 [14].

Based on the fact that subcooled liquid is supplied to the test
section, the following procedures were adopted to calculate the
fluid temperature along the heated length.

Fluid Subcooled Region

The subcooled region length, Lsp, and the saturation tem-
perature and pressure at z = Lsp were estimated from the

heat transfer engineering vol. 28 no. 10 2007
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simultaneous solution of an equation presented by [16] relat-
ing psat to Tsat plus the following equations:

(ϕV I )
Lsp

Lh
= 5G(bh)Cl(Tsat − Tin) (7)

pin − psat = f

2ρl

Lsp

Dh
G2 (8)

where f is the friction factor given according to Shah and
London [17] by f = 13.311/Rel . Here, the hydraulic diameter
was used to estimate the pressure drop in the single-phase re-
gion. The following linear liquid temperature distribution along
the flow direction is assumed:

T f (z) = Tin + z

Lsp
(Tsat − Tin) (9)

Fluid Saturated Region

A linear evaporating fluid temperature was also assumed here
with T f being estimated as follows:

T f (z) = Tsat −
[

(Tsat − Tout)

(
z − Lsp

Lh − Lsp

)]
(10)

The local vapor quality and heat transfer coefficient are calcu-
lated, respectively, according to the local saturation temperature:

x(z) =
Cl(Tin − Tsat) + [z(ϕV I )]

[5G(bh)Lh ]

hlv
(11)

α(z) = q

Twall(z) − T f (z)
(12)

where Twall(z) is the average wall temperature measured from
two longitudinal centerlines on the heat sink at a z distance
from the beginning of the heating length. Such a procedure
was adopted in order to minimize effects of lateral conduc-
tion through the heat sink on the measured Twall. According
to Eq. (11), it should be also noted that negative values for the
vapor quality are related to subcooled liquid. A saturation tem-
perature of about 61◦C was found for most of the experimental
tests.

Thermodynamic and transport properties of acetone were
evaluated locally according to the equations provided by Yaws
[16]. Instruments were calibrated, and the uncertainties of the
measured and calculated parameters are summarized in Table 1.
The uncertainty in the heat flux does not include uncertainties
in the estimation of heat losses.

HEAT TRANSFER DATA ANALYSIS

The experimental results are shown in Figure 4. For all exper-
imental conditions, it can be noted that initially the heat transfer
coefficient increases drastically with increasing vapor quality

Table 1 Uncertainty of measured and calculated parameters

Parameter Uncertainty

Tin, Tout 0.2◦C
Twall 0.4◦C
pin 1.0%
Mass velocity 2.1%
q at q = 140 kW/m2 0.7%
q at q = 370 kW/m2 0.5%
α at α = 15 kW/m2K 3.2%

passing through a peak at x just below 0. After this maximum,
further increases in vapor quality result in a slight decrease in the
heat transfer coefficient, which is steeper at low vapor qualities.
This figure also reveals an increasing heat transfer coefficient
with increasing heat flux. In addition, it can be noted that the
effect of mass velocity on α is marginal.

Figure 4 Heat transfer coefficients as a function of the local vapor quality (a)
Low mass velocity and (b) High mass velocity.

heat transfer engineering vol. 28 no. 10 2007
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G. RIBATSKI ET AL. 847

The higher heat transfer coefficients at the extremities of the
curves displayed in Figure 4 seem to be related to longitudinal
conduction, which increases the estimated local heat transfer co-
efficient by decreasing the measured wall temperature. A two-
dimensional finite differences analysis was performed to inves-
tigate these effects on the local heat flux in the region in contact
with the fluid refrigerant, as well as on the temperature profile on
the heating film. A rectangular surface (500 mm × 21.45 mm)
was assumed to have an imposed heat flux through a total length
of 16 mm centered on the lower face. Constant heat transfer
coefficient on the upper face and uniform cooling fluid tem-
perature were assumed. Adiabatic conditions were imposed on
the remaining regions of the simulated heat sink. The results
of these simulations and the variation on the experimental local
heat transfer coefficient with the axial position are displayed in
Figure 5.

Figure 5a shows that the experimental heat transfer co-
efficient increases at the extremes of the heating length. In
Figure 5b, based on simulated results, it can be noted that the
non-dimensional heat flux on the upper face of the heat sink,
given as the ratio of the local heat flux to the applied heat flux
on the lower face, decreases at the start and end of the heated
length. A decrease in the wall temperature on the heating film
side at both corners of the heated length is displayed in Figure 5c
for experimental and simulated data. According to these results,
the apparent increase in the heat transfer coefficient at the ex-
tremes of the heated section is due to a heat sink cooling length
larger than the heating length. It can also be concluded that these
effects are relevant just at the start and end of the heating length.
Based on this discussion, the experimental heat transfer coef-
ficient data considered in the present analysis were restricted
to data obtained at saturated conditions and for z from 2 to
14 mm.

Finally, it should be mentioned that in the present study, an
increase in the heat transfer coefficient with increasing x after
a certain vapor quality due to the evaporation process itself ob-
served by Xu et al. [14] was not displayed here despite the same
experimental database. Such a difference is related to different
data reduction procedures. Here, in the saturated region, a linear
fluid temperature profile was adopted with the saturated fluid
temperature decreasing along the channel due to pressure drop.
On the other hand, Xu et al. [14] assumed a constant saturated
fluid temperature at a pressure equal to the average between
inlet and outlet values. Such a procedure over-predicts the satu-
ration temperature at higher vapor qualities and, consequently,
provides higher heat transfer coefficients. Axial conduction, in-
herent to the present test facility configuration, tends to amplify
such a behavior by decreasing the wall temperatures at the end of
the heated region. It is important to highlight that to estimate α,
a local evaluation of the saturation temperature is needed due to
the high pressure drops verified for evaporation in micro-scale
channels. A linear profile, although not completely reflecting the
variation of pressure and saturation temperature along the test
section, appears to be a sound approach when lacking a well-
established two-phase micro-channel pressure drop theory.

Figure 5 (a) Experimental heat transfer coefficient, (b) simulated ratio of the
local heat flux on the cooled heat sink face and the applied heat flux on the lower
face, (c) wall temperature on the heating film side as a function of the axial
distance from the beginning of the heating length, z.

heat transfer engineering vol. 28 no. 10 2007
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Figure 6 Flow pattern map plus experimental and predicted heat trans-
fer coefficients as a function of vapor quality. G = 487.4 kg/m2 s and
q = 163.3 kW/m2.

COMPARISON WITH THE THREE-ZONE MODEL
AND DISCUSSION

By comparing the experimental heat transfer data segregated
as isolated bubble flow and the three-zone model using the gen-
eral set of parameters proposed by [12], it was found that the
model predicts 69% of the present database within ±30%. Sta-
tistically, this is a reasonable result, taking into account that both
the heat transfer and the flow pattern prediction methods were
developed for single channels and based on data for equivalent
diameters larger than 0.83 mm and 0.5 mm, respectively. In ad-
dition, acetone was not included in the original database, which
was mainly based on experimental results for halocarbon refrig-
erants. Figures 6–8 present flow pattern maps, illustrating the
flow regime paths with increasing x , plus the respective heat
transfer plots showing the evolution of α with vapor quality.
In these figures, experimental and predicted heat transfer coeffi-
cients are presented. The empirical parameters proposed by [12]
and new values optimized in this study were used to predict the
heat transfer coefficient. The new values were optimized for the
present heat transfer data segregated as isolated bubble flow and
are presented in Table 2, where they are also compared against
the original values proposed by [12]. It was found that using
the new empirical parameters, the model predicts 90% of the
isolated bubble flow heat transfer data within ±30% and 85%
within ±20%. Thus, the user of the three-zone model has the
possibility to do general design and selection of the best heat
fluid using the general values and can fit the model to a specific
design/fluid combination if such data are available.

From the hypothesis presented in [2], it can be speculated
that a lower δmin may be related to a lower surface roughness,

Figure 7 Flow pattern map plus experimental and predicted heat trans-
fer coefficients as a function of vapor quality. G = 158.7 kg/m2 s and
q = 306.3 kW/m2.

Figure 8 Flow pattern map plus experimental and predicted heat trans-
fer coefficients as a function of vapor quality. G = 210.5 kg/m2 s and
q = 266.8 kW/m2.

as the present test section was fabricated by etching of a silicon
wafer, which produces very smooth surfaces compared to metal-
lic ones. Most of the databases in [12] cover experimental data
in single tubes, probably manufactured by extrusion, which may
result in rougher surfaces. The reason for a higher Cδ0 than the
one proposed in [12] is not clear. A different channel configura-
tion may be related to a higher initial film thickness. Therefore,
despite the experimental difficulties, it seems obvious that the
evaluation of the liquid film thickness in micro-scale channels
is crucial in order to improve the predictive capability of the
present model. The new values of cq and n f result in a lower
bubble frequency than that resulting from the previous constants.
A lower bubble frequency for acetone than for halocarbon re-
frigerants (most of the fluids considered in [12]) is in agreement
with the frequency of bubble release at pool boiling conditions.
Based on these aspects, it can be concluded that the effects re-
lated to the evaporating fluid on the bubble frequency are not
well captured by the equation proposed to estimate τ in Eq. (2).
Thus, this correlation should be improved by including in its fit-
ting a larger number of fluids and a parameter characteristic of
the fluid such as the molecular mass incorporated into the pool
boiling correlation by Cooper [18].

According to Figures 6–8, when used with the empirical pa-
rameters by [12], the three-zone model gives a much steeper
decrease in the heat transfer coefficient than the experimental
data. In addition, within the coalescing bubble flow regime and
at high enough vapor qualities, the heat transfer coefficient dis-
plays an elbow followed by a nearly invariant value. This is due
to the fact that in the simulations tfilm is set to 0 when δ0 becomes
smaller than δend. Such an assumption seems to be plausible be-
cause when this condition is achieved δ0 = δend = δmin and film
evaporation is not possible. Then, an almost constant heat trans-
fer coefficient is obtained due to the fact that at this condition
Ll � Lv and thus an increase inαl promoted by an increase in the
triplet velocity with x has a negligible effect on the time-average

Table 2 Proposed values for the empirical parameters in the three-zone model

δmin (m) Cq (W/m2 K) nq n f Cδ0

Original empirical 0.3 × 10−6 3328 −0.5 1.74 0.29
parameters values [12]

Empirical parameters values 0.1 × 10−6 4653 −0.5 1.70 0.40
obtained in the present study

heat transfer engineering vol. 28 no. 10 2007
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Figure 9 Illustration of the effect of the slug frequency taking into account
flow patterns on the predicted heat transfer coefficient. G = 96.1 kg/m2 s and
q = 122.5 kW/m2.

α, yielding an almost constant heat transfer coefficient. When
using the new set of parameters, experimental and predicted re-
sults converge, and a condition of tfilm = 0 is not achieved. In
addition, it is important to highlight here that the peak in the
heat transfer coefficient predicted by the three-zone model at a
vapor quality at which the dry zone at the bubble tail starts was
displayed by the present database just at subcooled conditions,
and thus was not captured by the heat transfer model (which has
not yet been extended to subcooled boiling conditions). It is also
true that a small error in the experimental energy balance could
have the effect of moving the peak to subcooled conditions.

The flow pattern maps displayed in Figures 6–8 show that
isolated bubble flow occurs for narrow vapor quality ranges,
with most of the flow being at the coalescing bubble regime. A
bubble frequency being a function of the heat flux, as assumed in
the three-zone model, is just verified for the isolated bubble flow.
Based on these aspects, an analysis of the bubble/slug frequency
effect on the heat transfer coefficient for a coalescing bubble flow
was performed, the results of which are displayed in Figure 9.
The following two different methods to calculate the bubble/slug
frequency were adopted:

1. the bubble/slug frequency was calculated according to Eq.
(2) for isolated bubble and coalescing bubble flows, as im-
plemented for Figures 6–8; and

2. Eq. (2) was used to calculate the bubble/slug frequency at
the isolated bubble flow followed by a linear variation in the
frequency in the coalescing bubble flow mode, reaching a
value of 0 Hz at the onset of annular flow.

The results shown in Figure 9 were calculated using the set
of empirical parameters optimized in this study for acetone.

In Figure 9, the decrease in the predicted bubble/slug fre-
quency calculated according to Eq. (2) is related to the dimin-
ishing saturation temperature along the channel length due to
pressure drop. A value equal to 0 Hz for the modified slug fre-
quency is not achieved in this figure because a transition to annu-
lar flow was not reached. In addition, a lower frequency given by
the modified slug frequency results in a steeper decrease in the
predicted heat transfer coefficient with increasing vapor qual-
ity, deteriorating the prediction of the experimental data. Here,
under the light of the three-zone model, it can be speculated
that as a consequence of the bubble collapse phenomenon, some
liquid is trapped in the film region by the resulting elongated

bubble. It could result in an evaporating film length for the new
elongated bubble larger than the addition of the evaporating film
lengths of the slugs before the collapse. Such a mechanism could
counterbalance the effects of the decrease in the slug frequency,
providing a smooth decrease in the heat transfer coefficient with
vapor.

CONCLUSIONS

Heat transfer data for convective evaporation of acetone in
a multi-channel micro-scale evaporator having triangular cross-
section channels were compared against predictions by the three-
zone model. The micro-scale flow pattern prediction method
proposed by Revellin was used in order to utilize only test data
corresponding to the elongated bubble flow mode. A data reduc-
tion procedure different from that used by Xu et al. was adopted
here; thus, differences in the heat transfer coefficient behavior
with x were found. Based on the experimental data segregated
as isolated bubble flow, a new set of empirical parameters for
the three-zone model was proposed that gave reasonable predic-
tions. The conjugated effect of flow pattern and slug frequency
on α was also investigated, and further research on this topic is
suggested here.

NOMENCLATURE

C specific heat, J/kg K
d internal tube diameter, m
Deq equivalent diameter, m
G mass velocity, kg/m2 s
hlv latent heat of vaporization, J/kg
k thermal conductivity, W/m K
L length, m
Lh heating length, m
p pressure, kPa
pcrit critical pressure, kPa
pr reduced pressure, p/pcrit, dimensionless
q heat flux, W/m2

Re Reynolds number, = Gd/µ, dimensionless
t time, s
T temperature, ◦C
x vapor quality, dimensionless
z distance from the beginning of the heating length, m

Greek Symbols

α heat transfer coefficient, W/m2 K
δ liquid film thickness, m
µ dynamic viscosity, kg/m s
ρ density, kg/m3

σ surface tension, N/m

heat transfer engineering vol. 28 no. 10 2007
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Subscripts

f fluid
in test section inlet
l liquid
out test section outlet
sat saturation
v vapor
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