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The proposed gradient–porous-wall microchannels consist of bare channels and pin–fin array regions,
fabricated by MEMS (microelectricalmechanicalsystem) technique. Boiling experiments were performed
with acetone as the working fluid. Ultra-stable wall temperatures are achieved with oscillation
amplitudes in the range of 0.02–0.18 �C. Bubble nucleation is found to happen in the porous wall. The
generated vapor flows towards bare channels due to surface tension driving flow. The vapor ejection
direction is periodically switched between neighboring channels, called the ‘‘bubble emission switch”.
The bubble confinement ratio is newly defined. Bubbles become fat and slim in bare channels to generate
high frequency ‘‘eye-blinking oscillation”. Bubble confinement ratios display sine function, and out-
of-phase characteristic between neighboring channels. We confirm the ‘‘eye-blinking” oscillation as a
density wave oscillation, propagating in the channel width direction. Because the porous-wall width is
much smaller than the channel length, the ‘‘eye-blinking” frequencies are 10–100 times higher than that
of the axially propagated density wave oscillation. The ‘‘integration parameter model” establishes the
connection between ‘‘eye-blinking” oscillation and wall temperatures. The convective heat transfer
intensity in bare channels is assumed to follow the bubble confinement ratio variation. The wall temper-
ature oscillation amplitude is inversely proportional to the ‘‘eye-blinking” frequency. The phase angle
between bubble confinement ratios and wall temperatures are 3p/2, being the negative feedback
mechanism to inhibit wall temperature oscillations. The porous-wall microchannels open a new way
to eliminate flow instabilities for heat exchangers and thermal energy systems.

� 2016 Elsevier Ltd. All rights reserved.
1. Introduction

Historically, Ledinegg [1] is the pioneer work of two-phase flow
instability. From 1960s to 1980s, the development of high power
density boilers and pressurized water reactors attracted many
researchers to investigate two-phase flow instabilities in tubes,
heat exchangers and energy systems. It is not until late 1980s that
the main instability mechanisms were understood. Now, the abun-
dant articles or books recorded various phenomena and mecha-
nisms. The detailed literature survey is beyond the scope of the
present paper, but can be found in review articles [2,3].

The dynamic flow instability is more complicated compared
with the static instability. Three typical types of flow instabilities
may occur: pressure drop oscillation (PDO), density wave oscilla-
tion (DWO) and thermal oscillation (TO). They may be coupled
with each other. PDO occurs if there is a large compressible volume
upstream of the boiling channels. The pressure drop oscillation was
analyzed by Stenning [4], Stenning and Veziroglu [5], etc. The
increase of inlet flow resistance is an effective way to eliminate
the pressure drop oscillation, with the penalty of increased pump-
ing power. The density wave oscillation is widely studied in large
size channels. It is related to the dynamic variation of the two-
phase mixture densities. It is influenced by various factors such
as flow patterns, void fractions, heat transfer and pressure drops.
Oscillation cycle period relies on the propagation time of the dis-
turbances of fluid particles, which is about 1.5–2 times of the fluid
residence time in the channel [6].

Microchannel heat sink was proposed in 1980s for high power
density electronic cooling, in which boiling/evaporation heat trans-
fer in microchannels offers advantages compared with the single-
phase heat transfer. However, experimental observations in the
last decade showed apparent oscillations of pressure drops, flow
rates and wall temperatures. Wu and Cheng [7] investigated boil-
ing instabilities in silicon microchannels. They found large ampli-
tude/long period oscillations. The oscillation cycle periods can be
up to 10–100 s and the wall temperatures are oscillating with
the amplitude of several tens of degrees. Xu et al. [8] measured

http://crossmark.crossref.org/dialog/?doi=10.1016/j.ijheatmasstransfer.2016.05.039&domain=pdf
http://dx.doi.org/10.1016/j.ijheatmasstransfer.2016.05.039
mailto:xjl@ncepu.edu.cn
http://dx.doi.org/10.1016/j.ijheatmasstransfer.2016.05.039
http://www.sciencedirect.com/science/journal/00179310
http://www.elsevier.com/locate/ijhmt


Nomenclature

A vapor–liquid interface area per unit flow length (m2)
Afilm thin film heating area (m2)
Ac effective cross section area of the microchannel (m2)
Bi Biot number
Co bubble confinement number
Cp specific heat (J/kg K)
D hydraulic diameter (m)
f frequency (Hz)
G mass flux (kg/m2 s)
g gravity force (m/s2)
h specific enthalpy (J/K)
hfg latent heat of evaporation (J/K)
i number of bare channel
K non-dimensional K number
L bubble slug length (m)
l length (m)
lc capillary length
lmc microchannel length (m)
lunit length of unit (m)
m mass flow rate (kg/s); mass (kg)
me evaporation rate (kg/s)
n number of samples
np number of pixels
P pressure (Pa)
DP pressure drop across the microchannel (Pa)
Dp pressure drop (Pa)
Q effective heating power (W)
Qh heat source (W)
Qt heat power (W)
q effective heat flux (W/m2)
R gas constant for vapor (J/mol K)
Rs standard resistance ðXÞ
S slip ratio
Sn non-dimensional oscillation amplitude
Stp ratio of vapor velocity to liquid velocity
T temperature (�C)
DTsub inlet liquid subcooling temperature (�C)
TX,Y (t) wall temperature at the location (X,Y) at time t (�C)
�TX;Y time averaged temperature at (X,Y) (�C)
V1 voltage on film heater (V)
V2 voltage on standard resistance and film heater (V)
Vvacuum vacuum volume in the microchannel region (m3)

vr radial velocity
W bare channel width (m)
Wporous porous wall width (m)
w bubble width (m)
ws characteristic sizes for smaller space (m)
wl characteristic sizes for larger space (m)
X length along flow direction (mm)
x vapor mass quality
Y length along width direction (mm)

Greek symbols
a void fraction; convective heat transfer coefficient (W/

m2 K)
aA film convective heat transfer intensity (W/K)
dc etched channel depth (m)
g bubble confinement ratio
l dynamic viscosity (kg/m s)
Dq density difference between vapor and liquid (kg/m3)
q density (kg/m3)
r surface tension force (N/m)
rðX;YÞ standard deviation at position (X,Y)
s fluid residence time (s)
u thermal efficiency

Subscripts
ave average
eff effective
f liquid
g vapor
i number of channel
in inlet
m average
max maximum
out outlet
r residence
s solid
sat saturated
sp liquid phase
w wall
1 upstream; small space
2 downstream; large space
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onset of flow instability (OFI) (static flow instability) and dynamic
flow instability using 26 rectangular microchannels each with a
width of 300 lm and a depth of 800 lm, using deionized water
as the working fluid. The onset of flow instabilities was identified
as occurring at the outlet temperature of 93–96 �C, which is several
degrees lower than the saturation temperature corresponding to
the exit pressure. In conditions that the mass flux is lower than
that at the OFI condition, three types of flow instability were iden-
tified: large amplitude/long period oscillation, small amplitude/
short period oscillation, and thermal oscillation. The reported cycle
periods are also very long. Other studies related to boiling instabil-
ities can be found in Refs. [9–15].

In order to understand instability mechanisms in microchan-
nels, Lyu et al. [16] used the wavelet decomposition method to
remove the nose signal from the mother signal and decouple the
oscillation signal at different timescales. Silicon microchannels
were used and water was the working fluid. The bottom wall tem-
peratures were measured by a high spatial-time resolution IR
(infrared radiation) image system, having a temperature sensitivity
of 0.02 �C. The recording rate was 500 simples per second. All the
parameters (pressures, flow rates, temperatures, and flow pat-
terns) are synchronously measured. By decomposition of the signal
at different timescales, it is found that the so-called large ampli-
tude/long period oscillation is the pressure drop oscillation
(�10 s cycle period), while the density wave oscillation displays
the cycle period of �10 ms (corresponding to the frequency of
�100 Hz). The mechanisms of the two oscillations are similar to
those happened in large size channels. However, the varied liquid
film evaporation induced oscillation is specific to microchannels.

Even though many studies are reported in the literature, flow
instabilities in microchannels are not fully understood. The flow
instabilities induce wall temperature oscillations to cause the var-
ied thermal stress across the microfluidic chip. Many engineering
applications need to suppress the temperature oscillations signifi-
cantly. The wall temperatures should be stable enough for precise
thermal management [17–19]. Various methods such as the intro-
duction of pressure resistance element at the microchannel
upstream [20], artificial nucleation cavities on channel walls [21]
and injection of seed bubbles in microchannels [22] were used to
eliminate the flow instabilities.
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Fig. 1. Bubble dynamics in microchannels ((a) for bubble confinement in conven-
tional microchannels, (b) for gradient–porous-wall microchannel design, (c) for
surface tension force driven bubble flow from a small hole to a large space, (d) for
pressure analysis in two neighboring bare channels across the porous wall).
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When the channel size is decreased, the bubble expansion can
only be performed along the flow direction, yielding the bubble
confinement effect. The microchannels reduce the 3D effect.
Besides, the multi-channels can have many solutions of flow rates
[23]. The bubble confinement and multi-channel effects are cou-
pled with each other, making the problem more complicated.

This paper introduced porous-wall microchannels. The porous
walls are pin–fins with specific fin gaps here. Owning to such
specific fin gaps, mass exchange between neighboring channels is
possible at any axial location when the fluid flows in bare channels.
What is more, such porous walls have many corners that can be
nucleation sites, enabling nucleation heat transfer happening
within porous walls. The generated vapor automatically flows
towards the bare channel driven by the surface tension force.
The liquid film evaporation heat transfer appears in bare channels.
When the pressure is slightly increased due to the vapor expan-
sion, the liquid can be expelled into its neighboring bare channel.
The negative feedback is established between vapor expansion
and wall temperatures. Thus, pressure in such a bare channel
returns to be reduced, creating the ‘‘eye-blinking” motion of the
vapor–liquid interface. This process can be characterized based
on the liquid traveling time across the porous wall. Because the
porous wall width is significantly smaller compared with the chan-
nel length, the ‘‘eye-blinking” motion is self-sustained at high fre-
quency. We demonstrate that the oscillation amplitude of wall
temperatures is significantly decreased at high frequencies of the
‘‘eye-blinking” motion. Thus, an ultra-stable wall temperatures
are reached. The porous-wall-microchannels open a new way to
suppress the thermal oscillations, involving many engineering
microfluidic applications.

2. Bubble confinement in microchannels

Flow instability mechanisms in large channels, may also occur
in small channels, but some differences may exist. The bulk fluid
related phenomenon is important in large channels, but the wall
effect plays an important role in small channels. The 3D effects
are apparently decreased in narrow channels. The capillary length
is defined as

lc ¼
ffiffiffiffiffiffiffiffiffiffi
r

gDq

r
ð1Þ

wherer, g andDq are the surface tension force, gravity force andden-
sity difference between vapor and liquid, respectively. The bubble
confinement number (Co) is defined as the ratio of the capillary
length lc to the channel hydraulic diameter D: Co = lc/D. For Co > 1,
the capillary effect is important for two-phase flow. The growing
bubblemayoccupy the cross sectionof the channel before it detaches
fromthewall. The isolatedbubbles seldomappears. Theyonly appear
at the onset of boiling in a short channel length. The elongated bubble
flow is the dominant flow pattern in small channels.

When dealing with boiling in microchannels, Kandlikar [24]
considered the balance between the evaporation momentum force
related to the surface tension force. The non-dimensional K num-
ber was defined as

K ¼ q
Ghfg

� �2 D
qgr

ð2Þ

where q is the heat flux, G is the mass flux, hfg is the latent heat of
evaporation, and qg is the vapor density. The K > 1 indicates that the
evaporation momentum force is over the surface tension force to
cause the future bubble expansion, until the channel cross section
is occupied by the bubble.

The following paragraph discusses how the bubble confinement
cause the channel blockage and the multi-channel effect. The chan-
nel blockage and uneven flow distribution are the major mecha-
nisms to cause flow instability in microchannels. Fig. 1a shows a
bubble slug in a rectangular microchannel. Due to the bubble con-
finement, liquid flow is forced to flow through channel corner
regions. The liquid flow can be treated as Poiseuille flow and the
pressure drop can be written as [25]:

Dp ¼ P1 � P2 ¼ 128lf Lmf

pD4
eff

ð3Þ

where P1 and P2 are the upstream and downstream pressures,
respectively, lf, L and mf are the liquid viscosity, bubble slug length
and mass flow rate of the liquid, respectively, and Deff is the effec-
tive dynamic diameter of the liquid flow, represented by the blue
corner region of the channel (see Fig. 1a).

When the bubble slug is sufficiently long, the pressure drop
required to propel the bubble is quite high when compared with
that of large channels. This is because most of the channel cross
section is occupied by vapor phase, liquid only flows in channel
corner region. When the external pumping pressure is limited, liq-
uid flow rate in a long bubble channel is decreased. This causes the
extra liquid flow rate flows through other channels. This effect
causes significantly uneven flow distribution between different
channels. This analysis is consistent with the experimental obser-
vations such as Peles et al. [26].

In summary, bubble confinement yields elongated bubble in
microchannels, liquid flow is difficult to be established, or the boil-
ing/evaporation flow needs a higher pumping power. Eq. (3) tells
us that partial channel blockage is possible and strong multi-
channel effect occurs. These phenomena are caused by the
microchannel geometry: mass exchange only occurs at the
upstream plenum of microchannels. The pressure expansion in a
specific microchannel can only be released along the flow direc-
tion, due to the solid walls without holes.

3. Porous-wall microchannels concept

The porous walls are introduced to separate different channels
(see Fig. 1b for the top view). The porous wall can be pin fins,
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but can have different pore sizes. For example, the pin fins are den-
sely and sparsely populated in the center region and outer region
in the porous wall, respectively. Thus, the gradient–porous-wall
is called. All pin fins had identical size over the cross section, but
the gap distance is smaller in the center region and larger in the
outer region. The design ensures small bubbles moving out of the
porous wall, automatically.

Imagining a liquid flow is established, when the bottom heating
is sufficient high, the bubble nucleation preferably occurs in the
porous wall. This is because the porous wall contains larger quan-
tity of nucleation sites, compared with the bare channel. The grow-
ing bubble cannot be stably populated in the porous wall. Fig. 1c
shows a bubble with one end in a smaller space and the other
end in a larger space. The pressure difference to drive the bubble
motion from smaller space to larger space is

P1 � P2 ¼ 4r 1
ws

� 1
wl

� �
ð4Þ

where ws and wl are the characteristic sizes for smaller space and
larger space, respectively. This capillary effect causes the bubble
collection in bare channels. The porous wick contains larger liquid
content but the bare channel contains large vapor content. The bub-
ble emission direction depend on the pressures in two neighboring
bare channels. The bubble always moves to the lower pressure
channel. Later we will show that the bubble emission directions
are automatically switched between different bare channels.

Once a bubble jet is collected by a bare channel, the bubble is
growing due to the film convective heat transfer mechanism.
Fig. 1d shows why the high frequency ‘‘eye-blinking” motion of
the vapor–liquid interface happens. Two bare channels are marked
as channel i and channel i + 1. Pressures are recorded as Pg and Pf
inside and outside of the bubble. The vapor pressure related to
the liquid pressure, in the two channels, are written as [2]

Pg;i � Pf ;i ¼ m2
e;i

qf � qg

qfqg

" #
i

ð5Þ
Pg;iþ1 � Pf ;iþ1 ¼ m2
e;iþ1

qf � qg

qfqg

" #
iþ1

ð6Þ

where me is the evaporation rate. Assuming saturation vapor:
Pg,i = Psat (Tg,i) and Pg,i+1 = Psat(Tg,i+1), where Tg is the vapor tempera-
ture. The pressure difference across the porous wall is

Pf ;i � Pf ;iþ1 ¼ Psat Tg;i
� �� Psat Tg;iþ1

� �
� m2

e;i

qf � qg

qfqg

" #
i

�m2
e;iþ1

qf � qg

qfqg

" #
iþ1

( )
ð7Þ

Assuming vapor as an ideal gas, Psat (Tg) = qgRTg, where R is the
gas constant for vapor, Eq. (7) is rewritten as:

Pf ;i � Pf ;iþ1 ¼ qgR Tg;i � Tg;iþ1
� �

� m2
e;i

qf � qg

qfqg

" #
i

�m2
e;iþ1

qf � qg

qfqg

" #
iþ1

( )
ð8Þ

Eq. (8) is the pressure difference to drive liquid flow across the
porous wall, yielding mass exchange between two channels. If
evaporation is more intensive in channel i, then liquid flow direc-
tion is from channel i to channel i + 1.

Because bubble nucleation appears in the porous wall and the
vapor flows towards bare channels automatically, the vapor void
fractions in bare channels are significantly larger than those in
the porous wall. Thus, it is reasonable to assume the film convec-
tive heat transfer mechanism exists in bare channels. Recording
a as the heat transfer coefficient and A as the vapor–liquid inter-
face area per unit flow length. The following equation exists

qW ¼ aA Tw � Tg
� � ð9Þ

where q is the heat flux at the bottom wall and W is the bare chan-
nel width. We define aA as the film convective heat transfer inten-
sity. The more intensive evaporation yields the bubble expansion
and increased aA in channel i than in channel i + 1. Thus, based
on Eq. (9), the temperature difference Tw � Tg is lowered in channel
i, having a tendency to cause the bubble contraction in channel i.
This is the negative feedback control to suppress the bubble expan-
sion in bare channel, the liquid flow direction is switched to be from
channel i + 1 to channel i. Thus, the ‘‘eye-blinking” phenomenon is
self-sustained.
4. Experimental details

4.1. Design of the gradient–porous-wall microchannel

Fig. 2a shows the gradient–porous-wall microchannel. The sili-
con substrate had the overall size of 32 mm in length, 10.5 mm in
width and 400 lm in thickness. The etched silicon substrate was
bonded with a 7740 glass cover. The chip included the silicon sub-
strate, inlet and outlet rectangular holes for plenums, and a depos-
ited platinum film heater at the bottom wall. A planar coordinate
systemwas established, with the origin point (0,0) located at a cor-
ner of microchannels. The X and Y coordinates refer to the horizon-
tal coordinate (flow direction) and longitudinal direction
(perpendicular to flow direction), respectively. Fig. 2b shows the
cross section of microchannels. The microchannels had a length
of 20.0 mm and a total width of 5500 lm. The etched depth was
75 lm. A bare channel and a porous wall had a width of 164 lm
and 336 lm, respectively. Each pin fin had a cross section size of
15 lm by 15 lm. The densely and sparsely populated pin fin
regions had the fin gaps of 5 lm and 15 lm, respectively. Thus,
the gradient–porous-wall is formed. The bare channels are marked
as 1–10 (not including the two half bare channels near the side
walls, see Fig. 2b). Fig. 2c and d shows the SEM images near the
inlet hole region and the microchannel network. The pin fins were
arranged with an inclination angle of 45� with respect to the axial
flow direction.

The back silicon wall was deposited by a thin platinum film
with a thickness of 300 nm. The deposition area was exactly iden-
tical to the microchannel area. Two gold pads were populated at
the two margins of the platinum area. The thin film was the heater
for boiling experiment. The electrical resistance was 64.8X at
24 �C. The heater was driven by a DC (direct current) voltage
module.

The porous-wall microchannel heat sink was fabricated by the
MEMS (microelectricalmechanicalsystem) technique. The wafer is
taken through a photolithography step and a reactive ion-etching
(RIE) oxide removal process to mask certain areas on the wafer,
which are not to be etched during the deep reactive ion etching
(DRIE) process. The wafer is consequently etched in a DRIE process,
and silicon is removed from places not protected by the photore-
sist/oxide mask.

4.2. Experimental setup and procedure

Fig. 3 shows the experimental setup, including four subsystems:
a liquid tank, a forced convective loop, a microchannel test section
and a measurement system. The acetone flow was driven by a
pressurized nitrogen gas pressure. The capillary tube inside which
acetone was flowing was immersed in a hot water bath, which was
running at a constant temperature. Two porous filters, one with



Fig. 2. The gradient–porous-wall microchannels ((a) for 3D drawing, (b) for cross section view of the microchannels, (c) for SEM near the microchannel entrance hole, (d) for
SEM showing the gradient–porous-wall and bare channels).

Fig. 3. The experimental setup.
Fig. 4. The housing of the silicon chip.
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5–10 lm and the other with 2–5 lm pore size, were arranged in
the loop to prevent solid particles from entering the test section.

It is important to remove the non-condensable gas in the ace-
tone liquid. The whole experimental loop was vacuumed before
charging acetone liquid. There is an electric heater in the liquid
tank bottom (not shown in Fig. 3). Before formal experiment, the
acetone was boiled for two hours. When the pressure in the liquid
tank reached the set point pressure, the safety valve in the liquid
tank top was automatically opened to discharge the vapor. In such
a way, the non-condensable gas in liquid was removed. Fig. 4
shows the three-dimensional drawing of the housing of the silicon
chip, in which inlet and outlet temperatures and pressures are
shown. The flow direction was also demonstrated.

The acetone flow rate was measured by a coriolis mass flow
meter (DMF-1-1AB), having an accuracy of 0.5% and a response
time of 0.1 s. A pressure transducer (Rosemount 3051) measured



Table 1
The major parameters, instruments and uncertainties.

Parameter Explanations Instruments Uncertainty or relative error

Afilm Thin film heating area Chemical vapor deposition 0.01%
Ac Effective cross section area of the microchannel Advanced silicon etch 0.01%
w Bubble width Pixel ruler ±5 lm
W Bare channel width Physical vapor deposition 0.01%
G Mass flux Coriolis mass flow meter (DMF-1-1AB) 0.50%
DP Pressure drop across the microchannel Pressure transducer (Rosemount-

3051)
0.10%

Pin Inlet pressure of the microchannel Pressure transducer (Rosemount-
3051)

0.10%

Q Total heating power Voltage module (Yokogawa DL750) ±0.12 W
q Effective heat flux 1.7–6.0%
TX,Y(t) Wall temperature at the location (X,Y) at time t IR detector (Infra TecImageIR 5300) Sensitivity of 0.02 �C, accuracy of 0.2 �C, response time of 1 ms
Tin, Tout Inlet and outlet flow temperature K-type thermocouples 0.2 �C
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pressures at the test section inlet, and a differential pressure trans-
ducer (Rosemount 3051) measured pressure drops across the test
section. The pressure transducers had the accuracy of 0.1% and
response time of 0.1 s. The K type thermocouples (Omega) mea-
sured fluid temperatures at the test section inlet and outlet. The
thermocouples had the accuracy of 0.2 �C and response time of
0.2 s. The recording rates for pressures and temperatures were
500 samples per second. The sampling time was longer than 10 s
for each run. The sampling rate and time for all the transducers
were identical.

A combined measurement system included a high speed data
acquisition system, a high speed camera adapted with a micro-
scope, and a high speed IR (infrared radiator) imaging system.
The three equipments were synchronized by a synchronization
control hub. During experiments, the data acquisition system and
the optical system were in the waiting mode. The synchronization
hub sent a signal to trigger functions of these systems. The maxi-
mum time difference of the initial function of these systems after
they received the triggering signal was less than 1 ls. A computer
collected all image files and data.

The high speed data acquisition system (Yokogawa DL750,
Japan) collected pressure (voltage signal), fluid temperature and
voltage applied on the thin film heater. The sampling rate could
be up to 10 MHz for sixteen channels. The sampling rate was
500 Hz in this study.

The IDT Motion pro Y4 (USA) high speed camera system had the
spatial resolution of 1280 pixels by 1024 pixels. The maximum
recording speed was 58,000 frames per second. The minimum
exposure time was 1 ls. In this study, the recording rate of 2500
or 5000 frames per second was used.

This study used an advanced IR image system (Infrared Camera
Image IR 5300 Series, Germany) adapted with a micro-lens. The
spatial resolution was 320 pixels by 256 pixels. The viewed area
was focused on 20,000 lm by 5500 lm. The viewed area was iden-
tical to the microchannel area. The microchannel width of
5500 lm corresponds to 25 pixels. Thus, the size resolution was
220 lm. The IR image system had a thermal sensitivity of 0.02 K.
The measurement required a careful calibration of the emissivity,
depending on the surface topography and wavelengths that are
interrogated [27]. A very thin black lacquer was uniformly painted
on the thin film heater surface. An emissivity of 0.99 yields good
measurement accuracies. The temperature dependence of emissiv-
ity can be neglected. The IR image system was calibrated against a
set of standard temperatures with an accuracy of 0.2 �C. Table 1
shows the major parameters, instruments and uncertainties. The
recording rate of 500 samples per second was used for the IR image
system.

The test section is horizontally positioned. The microscope
combined with the high speed camera was at the top of the test
section to observe flow patterns in microchannels. The IR image
system was below the test section to detect the temperature field
at the back surface of the silicon chip.

Pure acetone liquid (CH3COCH3, molecular weight 58.08, purity
>99.5%) was used. It has a saturation temperature of 56.4 �C at
atmospheric pressure and is widely used in heat transfer experi-
ments [28]. Other fluids (methanol, ethanol, FC-72, etc), can also
be used for boiling experiments [29]. Water is a different coolant
in its higher saturation temperature and larger surface tension
and latent heat of evaporation, compared with acetone. The phys-
ical properties of acetone are taken from Ref. [28].

The net heating power received by microchannels was

Q ¼ u V2 � V1ð ÞV1

Rs
ð10Þ

where V2 � V1 is the voltage applied on the thin film heater, V1/Rs is
the current flowing through the heater (see Fig. 3), u is the thermal
efficiency, which is experimentally determined to be 0.94.
Before the two-phase experiment, the single-phase liquid flow
was established, u was determined by the energy balance in
terms of the measured inlet and outlet temperatures [30], i.e.,
u =mCp(Tout � Tin)/Qt, where m is the mass flow rate of liquid
acetone, Cp is the specific heat of acetone, Qt is the heat power
recorded by the power meter. Thus, the effective heat flux based
on the heater surface area is q = Q/Afilm, where Afilm is the thin film
heater area (20.0 mm length by 5.5 mm width, see Fig. 2a).

An effective across section area of the microchannel network is
defined as

Ac ¼ Vvacuum

lmc
ð11Þ

where Vvacuum is the vacuum volume in the microchannel region
excluding all the pin fin volume, lmc is the microchannel length
(20.0 mm here). Thus, the mass flux is defined as G =m/Ac, where
m is the total mass flow rate. It is noted that the previous study such
as Kosar and Peles [31] used the uniform pin fin structure. The mass
flux was defined as the mass flow rate divided by the minimum
cross sectional area corresponding to the narrowed pin fin gaps.
The present study used the non-uniform pin fin structure, which
is not reported in the previous literature. Here, the mass flux was
defined as the mass flow rate divided by the effective cross sectional
area, reflecting the flow rate effect. The vapor mass quality at the
microchannel exit is calculated as

xout ¼
hin þ Q

m � hf ;sat

hfg
ð12Þ

where hin, hf,sat and hfg are the inlet liquid enthalpy, saturation liquid
enthalpy and latent heat of evaporation defined at the exit pressure.



Table 2
The operation parameters for selected runs.

Run G
(kg/m2 s)

q
(kW/m2)

Tin
(�C)

Pin
(kPa)

DP
(kPa)

xout f of density
wave (Hz)

1 155 32.90 50.1 24.16 26.38 0.111 8.9
13 154 109.64 50.7 95.58 97.22 0.438 14.1
20 154 167.61 50.0 160.12 162.09 0.681 15.9
35 174 69.64 52.5 56.00 54.87 0.244 13.4
36 187 95.89 51.8 80.42 79.56 0.315 14.4
42 181 179.54 48.5 161.63 161.07 0.610 16.4
48 230 30.24 50.3 26.03 27.92 0.060 9.0
59 234 130.95 50.7 124.53 123.11 0.340 15.0
63 224 177.56 51.2 180.77 184.31 0.493 16.5

Note: the f value in the last column is the predicted density wave oscillation fre-
quency assuming walls without holes.
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The experiment covered the following data ranges:
Tin = 47.2–52.5 �C, DTsub = 9.6–41.9 �C, G = 154–276 kg/m2 s,
q = 27.22–227.05 kW/m2, xout = 0.029–0.783. Totally 75 runs were
performed. Table 2 listed parameters for selected runs (not all).

5. Results and discussion

5.1. Ultra-stable wall temperatures

Covering the data ranges (75 runs), all the measured parameters
are very stable. Fig. 5 shows Pin (inlet pressures), Tin (fluid inlet
temperatures) and Tout (outlet temperatures), Tw,ave and Tw (wall
temperatures), noting that Tw,ave is averaged over the whole heater
area (20.0 mm by 5.5 mm) at time t. Fig. 5a and b are for run 1
(xout = 0.111, left column) and run 63 (xout = 0.493, right column),
Fig. 5. Various parameters versus time ((a) for run 1 (left column) with G = 155 kg/
m2 s, q = 32.90 kW/m2, Tin = 50.1 �C, xout = 0.111, (b) for run 63 (right column) with
G = 224 kg/m2 s, q = 177.56 kW/m2, Tin = 51.2 �C, xout = 0.493).
respectively. The sampling time covered 2 s. The position of the
corresponding wall temperature Tw is identified by the coordinates
inside round brackets (X,Y), adopting the coordinate system
depicted in Fig. 2a in millimeters. For instance, (8.8,0.7) means
X = 8.8 mm and Y = 0.7 mm.

The standard deviation temperature r quantifies the wall tem-
peratures oscillation degree:

rðX;YÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n� 1

Xn�1

i¼1
TX;Y ðtÞ � TX;Y
� �2r

ð13Þ

where TX;YðtÞ is the wall temperature at (X,Y) and time t, TX;Y is the
time averaged temperature over 2.0 s (1000 data with 500 samples
per second), n is the number of samples (n = 1000 here). The smaller
r, the more stable wall temperature is. Fig. 6 shows r for runs 1, 13,
20, 35, 36, 42, 48, 59 and 63, respectively. The operation parameters
for these runs are listed in Table 2. The r values are presented along
X at Y = 2.75 mm. The temperature deviations are very small, with
the minimum and maximum values of 0.02 �C and 0.18 �C,
respectively.

5.2. High frequency ‘‘eye-blinking” interface motion

We describe the high frequency ‘‘eye-blinking” interface motion
in the bare channel width direction. Fig. 7a shows flow pattern
near the onset of nucleation boiling (ONB) location for run 1. The
visualization region including bare channels #4 and #5 as well as
the porous-wall is shown. The red curves are the bubble envelope
in the bare channel while the blue arrows show the bubble emis-
sion direction. The observation supports the above analysis. The
bubble nucleation took place in the porous wall. The vapor is emit-
ted from porous wall to bare channel, either to channel #4, or to
channel #5. For instance, the vapor jet flows towards channel #4
at t1. Then, the bubble is growing and flowing downstream (with-
out flowing upstream), increasing pressure to change bubble emis-
sion direction. Thus, the bubble jet flows towards channel #5 at
t1 + 0.8 ms. The vapor jet returns to flow towards channel #4 at
t1 + 2.4 ms. In such a way, the bubble emission direction is period-
ically switched between two neighboring channels, which is called
the ‘‘bubble emission switch” phenomenon. The switch time is in
the order of �1 ms, corresponding to the switch frequency of
�1000 Hz. The bubble emission from porous wall to bare channel
is based on the surface energy principle (see Eq. (4)). Because the
porous wall contains large quantity of nucleation sites, the thermal
non-equilibrium between vapor and liquid is weak, which can be
verified by the ONB point occurring at the place where the liquid
superheating degree is small. For example, the liquid superheating
in the visualization region was about 2 �C in Fig. 7a.

We did observe the bubble nucleation in the porous wall region
through the microscope with an eye lens of ten times amplification
ratio. The images can only be observed by the naked eye but cannot
be stored by the computer. However, the vapor ejection direction
from the porous wall region to the bare channel region is clearly
identified by the high speed camera adapted with the microscope.

Fig. 7b shows flow pattern near the channel exit region. The
elongated bubble flow occurs. In contrast to the conventional elon-
gated bubbly flow in microchannels with solid walls, the bubble is
not fully confined in the channel width direction. Much attention
was paid to the bubble widths, which are periodically changed in
�1 ms timescale. For example, the bubble is fat at t2, t2 + 0.4 ms,
it is slim at t2 + 1.2 ms, but it returns to be fat at t2 + 1.6 ms again
(see Fig. 7b).

The bubble confinement ratio is newly defined as

g ¼ bubble width
bare channel width

¼ w
W

ð14Þ



Fig. 6. The standard deviation temperatures (r) along the flow length at half width of the microfluidic chip for various runs.
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The bubble width is obtained by counting the number of
pixels in which the bubble is covered. The bare channel width is
164 lm corresponding to 45 pixels. Thus, the size resolution is
3.64 lm/pixel. The bubble width is w = 3.64np, having the unit of
micron, where np is the number of pixels covered by the bubble
width. The accuracy of the bubble width is 3.64 lm, having the
relative error of 2.22%. The pixel counting process was performed
manually on the computer screen.

The definition of g can be seen in Fig. 8a, where wi is the bubble
width in channel i. The parameter g equals to 1 for elongated bub-
ble in conventional microchannels, but it can be less than 1 in
porous-wall microchannels. Transient bubble confinement ratios
are shown in Fig. 8b for run 1, see black, red and blue curves for
channels #3, #4 and #5, respectively. Power spectrum distribution
(PSD) analysis was performed. The dominant frequencies are
448.4 Hz, 445.7 Hz and 366.8 Hz for channels #3, #4 and #5,
respectively. The dominant frequencies are almost identical
between different channels except slightly lower frequency for
channel #5. Fig. 8c shows the transient bubble confinement ratios
in a narrow time-span (0–10 ms), each displaying quasi-sine func-
tion. The bubble confinement ratios are out-of-phase between two
neighboring bare channels. When channel i reached maximum
g = w/W, channel i + 1 reached minimum; when channel i reached
minimum g =w/W, channel i + 1 reached maximum. Fig. 9 shows
the elongated bubble pattern periodically switched between fat
bubble and slim bubble in a specific channel, the bubble widths
had opposite variation trends between two neighboring channels.

A different case was shown in Figs. 10 and 11 for run 36. Similar
phenomenon was found. The w/W curves had almost same domi-
nant frequencies for bare channels #4 (344.4 Hz) and #5
(327.4 Hz). The two curves had opposite variation trends versus
time, showing the out-of-phase characteristic. The bubble patterns
are switched between fat and slim periodically. The relationships
between three channels are seen in Fig. 11. When bubble in chan-
nel #4 is fat, bubbles in channels #3 and #5 are slim, under which
the bubble in the center channel expels the liquid towards chan-
nels #3 and #5. On the contrary, when bubble in channel #4 is
slim, bubbles in channels #3 and #5 are fat, under which the center
channel receives the liquid from channels #3 and #5. The switch
process is self-sustained in �ms timescale.

The periodical bubble expansion and shrink in bare channels
cause liquid mass exchange between neighboring channels across
porous-wall. Fig. 12 examines the bubble margins for channels
#3–5 (run 1), and for channels #4 and #5 (run 36). Note that for
each bare channel, the vertical coordinates of 0 and 1 represent
the bare channel margins interfaced with the pin–fin walls. The
value of 0.5 represents the bare channel center in the channel
width direction. The bubble center (represented by the dashed
line) is almost stabilized at the channel center (0.5). The solid
curves show the vapor–liquid interface locations, showing the
‘‘eye-blinking” motion. Fig. 12a shows that during the period of
2.5–3.0 ms, the bubbles in channels #3 and #5 are expanding but
the bubble in channel #4 is shrinking. The overpressure expansion
in channels #3 and #5 squeezes liquid from these two channels to
channel #4 (see the two solid arrows in Fig. 12a). But the channel
#4 behaves the bubble expansion at t = 4.0 ms, expelling liquid
from channel #4 to channels #3 and #5 (see the open arrow).
The ‘‘eye-blinking” interface motion periodically changed the mass
exchange direction through the porous-wall.
5.3. Density wave propagation over the channel width direction

Porous-wall microchannels overcome shortcomings of conven-
tional microchannels. Because liquid mass exchange can be per-
formed in the channel width direction, the bubble expansion
induced over-pressure can be instantaneously transmitted to its
neighboring channels. Because liquid film convective heat transfer
is related to the vapor–liquid interface area, the expanding bubble
causes heat transfer enhancement to lower wall temperatures (see
Eqs. (8) and (9)), being the negative feedback mechanism to limit
bubble expansion. Thus, the bubble returns to be shrinking.
Porous-walls change confined bubble flow to un-confined bubble
flow. Bubbles are freely expanding not only along the axial flow
direction, but also in the channel width direction, leaving more
space for liquid flow rate. Thus, microchannels are never blocked
by bubbles.

We identified quasi-uniform vapor–liquid phase distribution
between different channels. The situation such as some of channels
occupied by liquid but some of channels occupied by vapor, hap-
pened in conventional microchannels [30], never occurs in
porous-wall microchannels. Strong mixing takes place in porous-
wall microchannels, enhancing heat transfer in bare channels and
porous walls.



Fig. 7. The bubble emission switch phenomenon near the ONB location (a) and
the periodically changed bubble widths near the microchannel exit (b) with A
(X = 6.3 mm, Y = 1.4 mm) and run 1 (G = 155 kg/m2 s, q = 32.90 kW/m2, Tin = 50.1 �C,
xout = 0.111).
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Physically, the ‘‘eye-blinking” interfacemotion is a density wave
oscillation, havingmuch higher frequency than that in conventional
microchannels. Let us deal with density wave oscillation in conven-
tional microchannels first. The disturbance of vapor–liquid densi-
ties is propagated along axial flow length only. The oscillation
frequency is inverse to the fluid residence time sr in microchannels:
f � 1/sr [6]. The whole channel length was divided into a liquid flow
length (lsp) and a boiling flow length (ltp = lmc � lsp). The fluid resi-
dence time in the liquid flow section was ssp = qflsp/G, where lsp was

lsp ¼
Gdc hf ;sat � hin

� �
q

ð15Þ

where dc is the etched channel depth (dc = 75 lmhere). Nowwe eval-
uate the fluid residence time in the two-phase region, noting that xout
is predicted by Eq. (12). The average vapor mass quality in the two-
phase region was xm = 0.5xout. The slip ratio in the two-phase region,
Stp, was the ratio of vapor velocity to liquid velocity [32]:

Stp ¼ 0:4þ 0:6

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:4þ qf

qg
� 0:4

h i
xm

0:4þ 0:6xm

vuut ð16Þ
Thus, am (average void fraction), qm (mixture density) and sr are
as follows [16]:

am ¼ 1
1þ 1�xm

xm

qg

qf
Stp

ð17Þ

qm ¼ amqg þ 1� amð Þqf ð18Þ

sr ¼ ssp þ stp ¼
qf lsp
G

þ qmðlc � lspÞ
G

ð19Þ

The above estimation yields the oscillation frequencies in the
range of 8.9–25.5 Hz for the 75 runs (see Table 2), but the low fre-
quency oscillation (�10 Hz) was not detected in this study. The
above analysis was based on the density wave propagation along
the flow length, characterized by the channel length lmc = 20.0 mm.
On the contrary, the ‘‘eye-blinking” oscillation had the frequencies
in the range of 300–900 Hz, equivalent to 10–100 times of the con-
ventional density wave oscillation frequencies. The porous-wall
propagates the density wave in the channel width direction. The
‘‘eye-blinking” frequency is scaled by f � vr/Wporous, where vr is
the radial velocity in the porous wall and Wporous is the porous wall
width. The ‘‘eye-blinking” frequencies being 10–100 times of the
axially propagated density wave frequencies, is consistent with
the size ratio of the channel length (lmc = 20.0 mm) to the porous
wall width (Wporous = 336 lm): lmc/Wporous = 59.5.

5.4. Wall temperatures stabilized by ‘‘eye-blinking” interface motion

A connection between ‘‘eye-blinking” interface motion and wall
temperatures was established. An ‘‘integration parameter model
(IPM)” was proposed in Fig. 13. The whole flow length was divided
into many subsections, each having a short length. The IPM is
based on the ultra-low Biot number:

Bi ¼ thermal resistance by boiling heat transfer in microchannels
thermal resistance by heat conduection of solid wall

ð20Þ

For boiling heat transfer coefficient of �104 W/m2 K and thin
silicon wall thickness of 325 lm (excluding pin fin thickness),
the Bi number is �10�2, at which the solid temperatures in a unit
is uniform. The solid material can be treated as a one-dimensional
block (such as a solid sphere). Fig. 13a–c shows a unit flow length
(including a bare channel and two half porous-walls), the defini-
tion of bubble confinement ratio, and the solid sphere. The energy
equation is written for the solid sphere

msCp;s
dTw

dt
¼ Qh � aAðTw � TsatÞ ð21Þ

where ms and Cp,s are the mass and specific heat of the solid sphere,
respectively, Qh is the heat source, a is the convective heat transfer
coefficient, A is the vapor–liquid interface area in a length lunit, Tsat is
the saturation temperature (Tsat = Tg). Qh is computed as

Qh ¼ q W þWporous
� �

lunit ð22Þ
We define aA as the film convective heat transfer intensity. By

neglecting the curvature variation of the vapor–liquid interface
in channel depth direction, A and aA follow the variation of
g = w/W. The following equation exists

½aA�ðtÞ ¼ ½aA�ave 1þ Sn sinð2pftÞð Þ ð23Þ
where the subscript ave means the time averaged value, Sn is the
non-dimensional oscillation amplitude in the bare channel width
direction:



Fig. 8. High frequency ‘‘eye-blinking” motion of the vapor–liquid interface (a) definition of bubble confinement ratio, (b) the parameter g = w/W versus time, (c) the out-of-
phase bubble confinement ratios in three bare channels, run 1 with G = 155 kg/m2 s, q = 32.90 kW/m2, Tin = 50.1 �C, xout = 0.111).
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Sn ¼
w
W

� �
max � w

W

� �
ave

w
W

� �
ave

ð24Þ

Note that at the average sate, the following equation exists:

aA½ �ave ¼
Qh

Tw;ave � Tsatð Þ ð25Þ

The solid sphere temperature is solved by combining
Eqs. (21)–(25):

msCp;s
dTw

dt
¼ �QhSn sinð2pftÞ ð26Þ

We remember that at t = 0, Tw = Tw,ave. Tw has the following
expression

Tw ¼ Tw;ave þ Qh

msCp;s
� Sn
2pf

� cosð2pftÞ � 1ð Þ

¼ Tw;ave þ q� ðW þWporousÞlunit
msCp;s

� Sn
2pf

� cosð2pftÞ � 1ð Þ ð27Þ

The temperature includes an average term plus an oscillation
term. The oscillation term is proportional to q and Sn, but is inver-
sely proportional to the oscillation frequency of bubble confine-
ment ratio, f. The higher the f, the smaller the temperature
oscillation amplitude is, yielding ultra-stable wall temperatures.
By comparing Eqs. (23) and (27), the phase angle between (aA)
and Tw is 3p/2. Wall temperatures are decreased when bubble is
expanding, and they are increased when bubble is contracting,
accounting for the negative feedback mechanism to eliminate the
channel blockage in microchannels.
Two runs are examined. For run 1, we select lunit = 100 lm.
The related parameters are: Qh = 1.65 mW, Tw,ave = 61.42 �C,
Tsat = 59.11 �C, (aA)ave = 7.143 � 10�4 W/K, f = 445.7 Hz and
Sn = 0.49. The transient wall temperatures are

Tw ¼ 61:41þ 0:01ðcosð2:80tÞ � 1Þ ð28Þ
Note that the unit of t (time) is millisecond. Eq. (28) indicates

the maximum to minimum oscillation amplitude of 0.02 �C for
Tw, approaching the standard deviation degree r of 0.03 �C for
run 1 (see Fig. 6). Fig. 13d shows relationships between w/W (mea-
sured values), (aA)/(aA)ave (correlated by Eq. (23)) and Tw. The heat
transfer intensity aA roughly follows the bubble confinement ratio
variations (w/W). The phase angle between aA and Tw is 3p/2,
accounting for the negative feedback mechanism to sustain the
‘‘eye-blinking” interface oscillation, creating ultra-stable wall
temperatures.

Similar analysis was performed for run 36 at X = 10.0 mm. Tw is
written as

Tw ¼ 86:71þ 0:03 cosð2:16tÞ � 1ð Þ ð29Þ
Eq. (29) shows Tw has an oscillation amplitude (maximum to min-
imum) of 0.06 �C.

5.5. Originality, application and future work of the present paper

The originality of the present work is to propose the gradient–
porous-wall microchannels for the improvement of the micro-
evaporator performance. The gradient–porous-wall can be made
by the micro-pin–fin arrays just like reported in this paper. Or, it
can be made by sintering metallic particles to separate neighboring



Fig. 9. Images showing the ‘‘eye-blinking” motion of the vapor–liquid interfaces, (A
(10.0 mm, 1.4 mm), run 1 with G = 155 kg/m2 s, q = 32.90 kW/m2, Tin = 50.1 �C,
xout = 0.111).

Fig. 10. High frequency ‘‘eye-blinking” motion of the vapor–liquid interface (a) the
parameter g versus time, (b) the out-of-phase bubble confinement ratios in two
bare channels, run 36 with G = 187 kg/m2 s, q = 95.89 kW/m2, Tin = 51.8 �C,
xout = 0.315).

Fig. 11. Images showing the ‘‘eye-blinking” motion of the vapor–liquid interfaces, A
(10.0 mm, 1.4 mm), (run 36 with G = 187 kg/m2 s, q = 95.89 kW/m2, Tin = 51.8 �C,
xout = 0.315).
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channels. The bubble nucleation preferably happens in the porous
wall, due to the fact that the porous wall has many nucleation sites.
The generated vapor automatically ejects into the bare channels
due to the surface tension force driving mechanism.

The porous-wall microchannels change a confined bubble flow
to an un-confined bubble flow. This is important because the un-
confined bubble flow leaves more space for liquid flow. Thus, the
channel blockage and uneven flow distribution can be removed.
The bubble confinement ratio is defined as the bubble width rela-
tive to the bare channel width, for the first time. It can be less than
1.0. The porous wall increases the liquid mass exchange along the
whole flow length, thus it can balance pressure variations between
different channels. The bubble confinement ratios are changed in a
sine function versus time at high frequencies. The vapor–liquid
interface oscillations are always out-of-phase in neighboring bare
channels. Further, we identified that the high frequency vapor–liq-
uid interface oscillation is a kind of density wave oscillation. In
contrast to the conventional density wave oscillation, the present
density wave oscillation propagates in the channel width direction.
The smaller porous wall width compared with the channel length
is the reason of the high frequency oscillation. Finally, we confirm
that the wall temperature oscillation amplitude is inversely pro-
portional to the interface oscillation frequency. The wall tempera-
tures can be kept in an ultra-stable way.

The present finding is useful for microchannel applications.
Recently, microchannel heat exchangers can find applications in
heat pumps [33], microreactors for methanol steam reforming
[34], and miniature compression refrigerator [35], etc. For all these
applications, flow and thermal stabilities are important issues that
should be solved.

Future work should be continued on geometry optimization of
the porous-wall microchannels. Experiments are expected to be



Fig. 12. Elongated bubble interface variation versus time ((a) showing three bare
channels for run 1, (b) showing two bare channels for run 36, the arrow showing the
liquid flow direction across the porous wall, the axial location is at the half
microchannel length X = 10.0 mm).
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conducted using different working fluids. Besides, numerical/theo-
retical work should be done to enhance the understanding of the
two-phase flow and heat transfer in porous-wall microchannels.
Fig. 13. The ‘‘integration parameter model” showing connection between high frequenc
unit for computation, (b) for definition of bubble confinement ratio, (c) showing the ‘‘inte
wall temperatures versus time).
6. Conclusions

Conventional microchannels have distinct shortcomings. Solid
walls prevent fluid exchange along the flow length. Bubble con-
finement effect leaves small corner region for liquid flow rate,
causing channel blockage and non-uniform phase distribution
between different channels. Various flow instabilities appear to
yield apparent wall temperature oscillations.

The gradient–porous-wall microchannels were proposed. The
porous walls contain large quantity of nucleation sites. Vapor gen-
erated in the porous wall flows towards bare channels due to the
surface tension force driving mechanism. Vapor flow direction is
periodically switched between neighboring channels, called the
‘‘bubble emission switch” phenomenon.

The porous-walls change confined bubble flow to un-confined
bubble flow. Bubble confinement ratio is newly defined, which
can be less than 1.0. Bare channels possess fat and slim bubble
periodically, in �ms timescale. Bubble confinement ratios display
sine function, and out-of-phase characteristic between two neigh-
boring bare channels, causing the ‘‘eye-blinking interface motion”.
Porous-wall microchannels eliminate channel blockage and non-
uniform fluid distribution between different channels.

The ‘‘eye-blinking interface motion” is a density wave oscilla-
tion, but propagates in the channel width direction. Because the
porous-wall width can be much smaller than the channel length,
the ‘‘eye-blinking” frequencies can be 10–100 times higher than
the density wave oscillation frequency characterized by the chan-
nel length.

A simple but effective integration parameter model establishes
a connection between the ‘‘eye-blinking” interface motion and wall
temperatures. The model assumes the convective heat transfer
intensity in bare channels following the variation of bubble con-
finement ratios. Wall temperature oscillation amplitude is inver-
sely proportional to the ‘‘eye-blinking” frequency. The phase
angle between wall temperatures and bubble confinement ratios
are 3p/2, being the negative feedback mechanism to inhibit wall
temperature oscillations.
y ‘‘eye-blinking” interface motion and wall temperature oscillations ((a) showing a
gration parameter model”, and (d) showing convective heat transfer intensities and
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